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1 Checking for Linear Independence

Recap: In order to show that some set of vectors (belonging to some vector space V) {v{,V,,Vvs,...,V,} is
linearly independent, one simply has to show that there is no linear combination that results in the addi-
tive identity (i.e. the “zero” element) of the vector space. In other words, that the only solution to

Cc1Vi+Covo+...+¢cpvy, =0,
is when all the c;s are 0.
(a) Show that any set of vectors that contains the 0 element of the vector space is linearly dependent.

(b) Determine whether the following set of vectors is linearly independent or linearly dependent. If the
set is linearly dependent, express one of the vectors as a linear combination of the other.

1 1\ (1) (-2
0 21 1-2]1-2
S= -11'131'fo|'| 7
0 4 1 11

(c) Determine whether the following matrices are linearly dependent or linearly independent:

=y o) m=fo ) s

(d) For which value (or values) of a is the following set linearly independent?

1 a 0 2
2 0 0 -2
S=V1sl|-1] |22 3
a 2 7 ad

(e) Determine whether the following functions (defined over all x € (—oo,00)) are linearly independent:
() filx)=e", folx) = x%e*
(i) fix)=x, fo(x) =x+x?, f3(x) =2x— x2,
(iii) fi(x) =sin(x), f2(x) = cos(x)

2x2, =20
(iv) fl(x)=x2,fz(x)={ o0

—X x<0
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